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1 二值神经网络的背景、概念



Background

Complicated Models

Big Data HPC

How to get better performance ？



Background

Challenges
• Limited computing resources
• Short response time
• Millions of parameters
• Complicated model architecture

Thus, result in state-of-the-art models hard to be deployed

Model Architecture Parameters Top-1 ERR Top-5 ERR

AlexNet 8 Layers
(5conv + 3fc) ~ 60 million 40.7% 15.3%

VGG 19 Layers
(16conv + 3fc) ~ 144 million 24.4% 7.1%

GoogLeNet 22 Layers ~ 6.8 million - 7.9%

MSRA 22 Layers
(19conv + 3fc) ~ 200 million 21.29% 5.71%



Binary Neural Networks

Lower Precision



Binary Neural Networks

Why binary?

Extremely Low Memory Usage

Efficient Binary Instructions

Low Power Devices

58× faster convolutional operations

32× memory savings



Binary Neural Networks

Formulation



Binary Neural Networks

Full-Precision Neural Networks

Massive
Parameters

High Memory 
Usage

Binarized Neural Networks

Complex
Computation

High
Performance

Binarized
Parameters

Low Memory 
Usage

Speedup Significant 
Drop of 

Performance
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2 如何设计更高精度的二值神经网络？



Design Accurate BNNs

Binary Neural Networks: A Survey
Pattern Recognition
ArXiv: https://arxiv.org/abs/2004.03333

Naive 
BNNs

Optimization Based BNNs

TricksMinimize the
Quantization Error

Improve Network
Loss Function

Reduce the
Gradient Error

How to design accurate binary neural networks?

News: https://mp.weixin.qq.com/s/QGva6fow9tad_daZ_G2p0Q

https://arxiv.org/abs/2004.03333
https://mp.weixin.qq.com/s/QGva6fow9tad_daZ_G2p0Q


Naive BNNs

Binarized Neural Networks

Forward:

Backward (STE): CIFAR-10

Binarized Neural Networks: Training Neural Networks with Weights and Activations Constrained to +1 or−1



Minimize the Quantization Error

XNOR-Net

Solving the following optimization:

XNOR-net: Imagenet classification using binary convolutional neural networks



Minimize the Quantization Error

XNOR-Net



Improve Network Loss Function

RAD

Regularizing activation distribution for training binarized deep networks



Improve Network Loss Function

RAD



Improve Network Loss Function

RAD



Reduce the Gradient Error

Bi-Real Net

sign: 𝑓 𝑥 = )−1 𝑥 < 0
1 otherwise 𝑓′ 𝑥 = ) ∞ 𝑥 = 0

0 otherwise

STE: 𝑓 𝑥 = 9
−1 𝑥 < −1
𝑥 𝑥 ∈ [−1, 1]
1 𝑥 > 1

𝑓′ 𝑥 = ) 1 𝑥 ∈ [−1, 1]
0 otherwise

Bi-Real Net: Enhancing the performance of 1-bit CNNs with improved representational capability and advanced training algorithm



Reduce the Gradient Error

DSQ

Binary DSQ:

𝑓 𝑥 = tanh 𝑘𝑥

𝑓′ 𝑥 = 𝑘(1 − tanh? 𝑘𝑥 )

Differentiable Soft Quantization: Bridging Full-Precision and Low-Bit Neural Networks



Tricks

Structure Transformation

Optimizer and Hyper-parameter Selection

Asymptotic Quantization

ADAM optimizer;  smaller weight decay;  specific batch normalization’s momentum coefficient;  etc.



Challenges of BNNs

High Performance

Strong Versatility

Higher accuracy

Higher speedup
Higher compression rate

Fewer specific network structures
Easier hardware deployment

More type of tasks
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3 IR-Net: 信息保留的二值神经网络



IR-Net

Forward and Backward Information Retention 
for Accurate Binary Neural Networks
CVPR 2020

ArXiv: https://arxiv.org/abs/1909.10788

GitHub: https://github.com/htqin/IR-Net

News: https://mp.weixin.qq.com/s/cF14wwgnMcnvkBa864ox1Q

https://arxiv.org/abs/1909.10788
https://github.com/htqin/IR-Net
https://mp.weixin.qq.com/s/cF14wwgnMcnvkBa864ox1Q


IR-Net

Why BNN suffer a significant accuracy drop?

Forward

backward

32-bit à 1-bit

The model’s diversity sharply decreases, while the 
diversity is proved to be the key of pursuing high 

accuracy of neural networks.



IR-Net

Why BNN suffer a significant accuracy drop?

Forward

backward

32-bit à 1-bit

The discrete binarization always leads 
to inaccurate gradients and the wrong 

optimization direction. (Saturation 
and Gradient mismatch)



IR-Net

Forward and backward information retention (IR-Net)

Model
Binarized

Forward

Backward

The information loss cause a 
significant accuracy drop



IR-Net

Maximize the Information Entropy

Forward: Libra-PB

The information entropy of weight 
and activation is maximized.



IR-Net

Maximize the information entropy

Forward: Libra-PB

Stabilize the training process



IR-Net

Backward: EDE

Retain the Information of Gradient



IR-Net

Backward: EDE

Minimize the Information Loss of Gradient



IR-Net

Results

High Performance and Strong Versatility



IR-Net

Results (Hardware Deployment)

Based on daBNN (Open sourced by JD.com)



IR-Net

Conclusion

• Take away:
• The IR-Net let the diversity of binary neural networks be kept as much as 

possible by forward and backward information retention.
• On Hardware, the inference speed of IR-Net is much faster, and the model size 

of IR-Net can be greatly reduced.

• Further work:
• Higher-performance and faster BNNs.
• Apply BNNs to more tasks (detection, segmentation, etc.).



Q&A

Thank you!


