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Network Quantization and Binarization
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Network Quantization: 2-8 bit

32 bit 2-8 bit

5



Network Binarization: 1-bit

32 bit 1 bit
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Network Binarization: 1-bit
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Network Binarization: challenges
Goal:
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Network Binarization: challenges
Goal:

... 11
Transformer (BERT, ViT,…)

CNN (ResNet, VGG, …) MLP (PointNet, MLP-Mixer, …)



CNN Binarization: information loss and retention

Distribution-sensitive Information Retention for Accurate Binary Neural Network. Haotong Qin, et al. IJCV 2022.
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CNN Binarization: information loss and retention

Forward

Backward
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CNN Binarization: information loss and retention
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Distribution-sensitive Information Retention for Accurate Binary Neural Network. Haotong Qin, et al. IJCV 2022.
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Distribution-sensitive Information Retention for Accurate Binary Neural Network. Haotong Qin, et al. IJCV 2022.



CNN Binarization: information loss and retention
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11.1x
5.4x

Distribution-sensitive Information Retention for Accurate Binary Neural Network. Haotong Qin, et al. IJCV 2022.



Transformer Binarization: attention crash and recovery

BiBERT: Accurate Fully Binarized BERT. Haotong Qin, et al. ICLR 2022. 
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Transformer Binarization: attention crash and recovery
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Transformer Binarization: attention crash and recovery
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Network Binarization: benchmark
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BiBench: Benchmarking and Analyzing Network Binarization
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Network Binarization: benchmark
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BiBench: Benchmarking and Analyzing Network Binarization

The 3 Most Effective Techniques
for Generic Binarization:  

(1) Soft gradient approximation

(2) Channel-wise scaling factors

(3) Prebinarization parameter
redistributing

Born for Edge



Network Binarization: survey

Naive BNNs
BinaryConnect

BNN
Bitwise Neural Network

Optimi-
zation 
Based 
BNNs

Minimize the
Quantization 

Error

XNOR-Net
DoReFa-Net

BWHN
WRPN

...

Improve 
Network

Loss Function

LAB
RAD

...

Reduce the
Gradient Error

HWGQ
Bi-Real Net

...

Binary Neural 
Networks: 
A Survey

Haotong Qin, et al.
Pattern Recognition
Volume 105, 2020

(132 citations)
https://github.com/htqin/aw
esome-model-quantization/
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Network Binarization: future

Theory

Production

Application

Framework & Benchmark for Binarization

Representation Optimization Connection

Data-driven 
Binarization-

aware Training

Data-free 
Binarization-

aware Training

Data-driven 
Post-training 
Binarization

Data-free 
Post-training 
Binarization

1D (text/speech/…) 2D (image/infrared/…) 3D (point clouds/CAD/…)

… ?

… ?

… ?
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