
Network Binarization
toward Hardware-friendly Deep Learning

Haotong Qin
Beihang University & ETH Zürich



Haotong Qin

2

EDUCATION
Ph.D. SCSE, Beihang University. 2019–Present
Joint Ph.D. CVL, ETH Zürich. 2022–Present
B.S. SCSE, Beihang University. 2015–2019

RESEARCH INTERESTS 
Network binarization and quantization
Efficient neural architecture design
Hardware implementation of compact network

INTERNSHIPS
2021–23 Bytedance AI Lab Beijing, China Research Intern 
2020 Tencent WXG Shenzhen, China Research Intern 
2018–19 Microsoft Research Asia Beijing, China Research Intern

MAIN AWARDS 
2023 KAUST Rising Stars in AI (18 people worldwide) 
2022 ByteDance Scholarship (10 people nationwide) 
2022 Beihang Top-10 PhD Students Award 
2021&2020 China National Scholarship



q

q

q

…

Background

Face 
Recognition

Autopilot Medical

Finance

$
Speech

Recognition
Manufacturing

3



Background

bigger data
and

larger model

diverse usage
and

limited resources
4



Network Quantization and Binarization
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Network Quantization: 2-8 bit

32 bit 2-8 bit
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Network Binarization: 1-bit

32 bit 1 bit
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Network Binarization: 1-bit

32 bit 1 bit
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Network Binarization: challenges
Goal:
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Network Binarization: challenges
Goal:

... 12
Transformer (BERT, ViT,…)

CNN (ResNet, VGG, …) MLP (PointNet, MLP-Mixer, …)



CNN Binarization: information loss and retention

Distribution-sensitive Information Retention for Accurate Binary Neural Network. Haotong Qin, et al. IJCV 2022.
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Forward
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CNN Binarization: information loss and retention

Forward

Backward
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CNN Binarization: information loss and retention
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90%

Distribution-sensitive Information Retention for Accurate Binary Neural Network. Haotong Qin, et al. IJCV 2022.
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90%

lightweight

Distribution-sensitive Information Retention for Accurate Binary Neural Network. Haotong Qin, et al. IJCV 2022.



CNN Binarization: information loss and retention
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11.1x
5.4x

Distribution-sensitive Information Retention for Accurate Binary Neural Network. Haotong Qin, et al. IJCV 2022.



Transformer Binarization: attention crash and recovery

BiBERT: Accurate Fully Binarized BERT. Haotong Qin, et al. ICLR 2022. 
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Transformer Binarization: attention crash and recovery
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Transformer Binarization: attention crash and recovery
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Network Binarization: benchmark

36

Challenges in Existing Binarization Research

1. Confusing contributions (operators? structures?)

2. Limited comparisons (methods? architectures?)

3. Neglected practicality (hardware deployment?)
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Challenges in Existing Binarization Research

1. Confusing contributions (operators? structures?)

2. Limited comparisons (methods? architectures?)

3. Neglected practicality (hardware deployment?)

CIFAR & ImageNet (Image) ResNet, VGG, MobileNet, … BNN, DoReFa, Bi-Real, 
ReActNet, …

COCO (Image) Faster-RCNN, SSD, SwinTransformer, … (Few)

GLUE (Text), BERT-Base, BERT-Large, … (Fewer)

… (Almost None)
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Challenges in Existing Binarization Research

1. Confusing contributions (operators? structures?)

2. Limited comparisons (methods? architectures?)

3. Neglected practicality (hardware deployment?)

？
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BiBench: Benchmarking and Analyzing Network Binarization
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BiBench: Benchmarking and Analyzing Network Binarization

6

8 Binarization  Algorithm 
9 Deep Learning Datasets 
13 Neural Architectures
2 Deployment Libraries 
14 Hardware Chips



Network Binarization: benchmark
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BiBench: Benchmarking and Analyzing Network Binarization

The 3 Most Effective Techniques
for Generic Binarization:  

(1) Soft gradient approximation

(2) Channel-wise scaling factors

(3) Pre-binarization parameter
redistributing
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BiBench: Benchmarking and Analyzing Network Binarization

The 3 Most Effective Techniques
for Generic Binarization:  

(1) Soft gradient approximation

(2) Channel-wise scaling factors

(3) Pre-binarization parameter
redistributing

Born for Edge



Network Binarization: future

Theory

Production

Application

Framework & Benchmark for Binarization

Representation Optimization Connection

Data-driven 
Binarization-

aware Training

Data-free 
Binarization-

aware Training

Data-driven 
Post-training 
Binarization

Data-free 
Post-training 
Binarization

1D (text/speech/…) 2D (image/infrared/…) 3D (point clouds/CAD/…)

… ?

… ?

… ?
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