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Background
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and
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diverse usage
and

limited resources
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Network Quantization
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Network Quantization
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Quantization Function:

De-quantization Function:

Quantization
(Integer Computation)

Multi-bit Quantization (Towards Accurate Prediction)



Network Binarization
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Quantization Function:

De-quantization Function:

Quantization
(Integer Computation)

Quantization Function:

Bitwise Instructions：

Binarization
(Bitwise Computation)

Multi-bit Quantization (Towards Accurate Prediction)

1-bit Quantization (Towards Efficient Inference)
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Quantization Function:

De-quantization Function:

Multi-bit Quantization (Towards Accurate Prediction)

Quantization
(Integer Computation)

1-bit Quantization (Towards Efficient Inference)

Binarization
(Bitwise Computation)
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Network Binarization
Goal:
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Network Binarization

Transformer (BERT, ViT,…)CNN (ResNet, VGG, …) MLP (PointNet, MLP-Mixer, …)
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Accurate 1-bit binarization with typical architectures

Observation: structure is the key factors affecting the accuracy

The smallest storage, the fastest computation, severe accuracy loss

Goal:



Generic Binarization (Classification and Detection)

Forward and Backward Information Retention for Accurate Binary Neural Networks. Haotong Qin, et al. ICVPR 2020.
Distribution-sensitive Information Retention for Accurate Binary Neural Network. Haotong Qin, et al. IJCV 2022.
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Generic Binarization (Classification and Detection)
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Forward

Forward and Backward Information Retention for Accurate Binary Neural Networks. Haotong Qin, et al. ICVPR 2020.
Distribution-sensitive Information Retention for Accurate Binary Neural Network. Haotong Qin, et al. IJCV 2022.



Generic Binarization (Classification and Detection)
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Forward

Forward and Backward Information Retention for Accurate Binary Neural Networks. Haotong Qin, et al. ICVPR 2020.
Distribution-sensitive Information Retention for Accurate Binary Neural Network. Haotong Qin, et al. IJCV 2022.



Generic Binarization (Classification and Detection)

Forward

Backward
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Generic Binarization (Classification and Detection)

2020

Search-based Backbone (DARTS):
ImageNet 65.6% Top-1 

Normal Backbone (ResNet-18):
ImageNet 66.5% Top-1 

Detector (SSD):
COCO 67.1% mAP 

Lightweight Backbone (EfficientNet):
ImageNet 64.8% Top-1 

Forward and Backward Information Retention for Accurate Binary Neural Networks. Haotong Qin, et al. ICVPR 2020.
Distribution-sensitive Information Retention for Accurate Binary Neural Network. Haotong Qin, et al. IJCV 2022.



2121

ARMv8 Hardware:
11.1x

5.4x 

Generic Binarization (Classification and Detection)

Forward and Backward Information Retention for Accurate Binary Neural Networks. Haotong Qin, et al. ICVPR 2020.
Distribution-sensitive Information Retention for Accurate Binary Neural Network. Haotong Qin, et al. IJCV 2022.



CNN Binarization (Video Matting)

BiMatting: Efficient Video Matting via Binarization. Haotong Qin, et al. NeurIPS 2022.
22
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CNN Binarization (Video Matting)

BiMatting: Efficient Video Matting via Binarization. Haotong Qin, et al. NeurIPS 2022.
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CNN Binarization (Video Matting)

From an accuracy perspective, binarizing the existing lightweight MobileNetV3 backbone in 
the encoder causes the most significant drop in accuracy among all parts

BiMatting: Efficient Video Matting via Binarization. Haotong Qin, et al. NeurIPS 2022.
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CNN Binarization (Video Matting)

From an efficiency perspective, the decoder consumes a significant amount of computational 
resources even after binarization

BiMatting: Efficient Video Matting via Binarization. Haotong Qin, et al. NeurIPS 2022.
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CNN Binarization (Video Matting)

BiMatting: Efficient Video Matting via Binarization. Haotong Qin, et al. NeurIPS 2022.



Shrinkable Binarized Block (SBB) for Accurate Encoder: the crucial paradigm of an accurate 
binarized encoder is the computation-dense form of binarized block.
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CNN Binarization (Video Matting)

BiMatting: Efficient Video Matting via Binarization. Haotong Qin, et al. NeurIPS 2022.



Sparse-Assisted Binarization (SAB) for Efficient Decoder: 
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CNN Binarization (Video Matting)

BiMatting: Efficient Video Matting via Binarization. Haotong Qin, et al. NeurIPS 2023.



29

CNN Binarization (Video Matting)

BiMatting: Efficient Video Matting via Binarization. Haotong Qin, et al. NeurIPS 2023.
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CNN Binarization (Video Matting)



Transformer Binarization (Language Understanding)

BiBERT: Accurate Fully Binarized BERT. Haotong Qin, et al. ICLR 2022. 
31

https://deepfrench.gitlab.io/deep-learning-project/
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Transformer Binarization (Language Understanding)

BiBERT: Accurate Fully Binarized BERT. Haotong Qin, et al. ICLR 2022. 
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50.4%
https://deepfrench.gitlab.io/deep-learning-project/



Transformer Binarization (Language Understanding)

BiBERT: Accurate Fully Binarized BERT. Haotong Qin, et al. ICLR 2022. 
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biggest drop
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BiBERT: Accurate Fully Binarized BERT. Haotong Qin, et al. ICLR 2022. 
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Transformer Binarization (Language Understanding)

BiBERT: Accurate Fully Binarized BERT. Haotong Qin, et al. ICLR 2022. 
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26.9% ↑

BiBERT was invited to integrated in deep learning platform Baidu PaddlePaddle



MLP Binarization (Point Cloud Processing)
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BiPointNet: Binary Neural Network for Point Clouds. Haotong Qin, et al. ICLR 2021. 



MLP Binarization (Point Cloud Processing)
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BiPointNet: Binary Neural Network for Point Clouds. Haotong Qin, et al. ICLR 2021. 



MLP Binarization (Point Cloud Processing)

𝛼" =
𝜎(𝐀⊗𝐖)
𝜎(𝐁#⊙𝐁$)

BiPointNet: Binary Neural Network for Point Clouds. Haotong Qin, et al. ICLR 2021. 
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MLP Binarization (Point Cloud Processing)
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2021 The Most Popular Papers in Beijing Area

BiPointNet was invited to integrated in deep learning platform Amazon DGL

BiPointNet: Binary Neural Network for Point Clouds. Haotong Qin, et al. ICLR 2021. 



MLP Binarization (Speech Keyword Spotting)

48BiFSMN: Binary Neural Network for Keyword Spotting. Haotong Qin, et al. IJCAI 2022.
BiFSMNv2: Pushing Binary Neural Networks for Keyword Spotting to Real-Network Performance. Haotong Qin, et al. IEEE TNNLS 2023.



MLP Binarization (Speech Keyword Spotting)
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Select fewer blocks at runtime

BiFSMN: Binary Neural Network for Keyword Spotting. Haotong Qin, et al. IJCAI 2022.
BiFSMNv2: Pushing Binary Neural Networks for Keyword Spotting to Real-Network Performance. Haotong Qin, et al. IEEE TNNLS 2023.



MLP Binarization (Speech Keyword Spotting)
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• Bottlenecks of Acceleration on Hardware

- Binarized General Matrix Multiply (BGEMM) 

performed with the bitwise XNOR and Bitcount

• Fast Bitwise Computation Kernel

- optimize the 1-bit computation with new instruction 

and register allocation strategy

BiFSMN: Binary Neural Network for Keyword Spotting. Haotong Qin, et al. IJCAI 2022.
BiFSMNv2: Pushing Binary Neural Networks for Keyword Spotting to Real-Network Performance. Haotong Qin, et al. IEEE TNNLS 2023.



MLP Binarization (Speech Keyword Spotting)
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15.5× storage saving, 22.3× acceleration on ARMv8

Accuracy Drop: <3%

Deployed on TikTok App, PICO devices, etc.

BiFSMN: Binary Neural Network for Keyword Spotting. Haotong Qin, et al. IJCAI 2022.
BiFSMNv2: Pushing Binary Neural Networks for Keyword Spotting to Real-Network Performance. Haotong Qin, et al. IEEE TNNLS 2023.



Binarization Benchmark
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Challenges in Existing Binarization Research

1. Confusing contributions (operators? structures?)

2. Limited comparisons (methods? architectures?)

3. Neglected practicality (hardware deployment?)

BiBench: Benchmarking and Analyzing Network Binarization. Haotong Qin, et al. ICML 2023. 
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Binarization Benchmark
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Challenges in Existing Binarization Research

1. Confusing contributions (operators? structures?)

2. Limited comparisons (methods? architectures?)

3. Neglected practicality (hardware deployment?)

CIFAR & ImageNet (Image) ResNet, VGG, MobileNet, … BNN, DoReFa, Bi-Real, 
ReActNet, …

COCO (Image) Faster-RCNN, SSD, SwinTransformer, … (Few)

GLUE (Text), BERT-Base, BERT-Large, … (Fewer)

… (Almost None)

BiBench: Benchmarking and Analyzing Network Binarization. Haotong Qin, et al. ICML 2023. 
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Challenges in Existing Binarization Research

1. Confusing contributions (operators? structures?)

2. Limited comparisons (methods? architectures?)

3. Neglected practicality (hardware deployment?)

？

BiBench: Benchmarking and Analyzing Network Binarization. Haotong Qin, et al. ICML 2023. 
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BiBench: Benchmarking and Analyzing Network Binarization

BiBench: Benchmarking and Analyzing Network Binarization. Haotong Qin, et al. ICML 2023. 
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BiBench: Benchmarking and Analyzing Network Binarization

BiBench: Benchmarking and Analyzing Network Binarization. Haotong Qin, et al. ICML 2023. 
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BiBench: Benchmarking and Analyzing Network Binarization

BiBench: Benchmarking and Analyzing Network Binarization. Haotong Qin, et al. ICML 2023. 



Binarization Benchmark
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BiBench: Benchmarking and Analyzing Network Binarization

6

8   Binarization  Algorithm 
9   Deep Learning Datasets 
13 Neural Architectures
2   Deployment Libraries 
14 Hardware Chips

BiBench: Benchmarking and Analyzing Network Binarization. Haotong Qin, et al. ICML 2023. 



Binarization Benchmark
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BiBench: Benchmarking and Analyzing Network Binarization

The 3 Most Effective Techniques for
Generic Binarization:  

(1) Soft gradient approximation

(2) Channel-wise scaling factors

(3) Pre-binarization parameter
redistributing

BiBench: Benchmarking and Analyzing Network Binarization. Haotong Qin, et al. ICML 2023. 



Binarization Benchmark

61

BiBench: Benchmarking and Analyzing Network Binarization

The 3 Most Effective Techniques for
Generic Binarization:  

(1) Soft gradient approximation

(2) Channel-wise scaling factors

(3) Pre-binarization parameter
redistributing

Born for Edge

BiBench: Benchmarking and Analyzing Network Binarization. Haotong Qin, et al. ICML 2023. 



Network Binarization: Future

Theory

Production

Application

Framework & Benchmark for Binarization

Representation Optimization Connection

Data-driven 
Binarization-aware 

Training

Data-free 
Binarization-

aware Training

Data-driven Post-
training 

Binarization

Data-free 
Post-training 
Binarization

1D (text/speech/…) 2D (image/infrared/…) 3D (point clouds/CAD/…)

… ?

… ?

… ?
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Thank you!

Q&A

Haotong Qin
Beihang University


